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How to Install XenDesktop on CloudPlatform
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XenDesktop system. Benefits such as centralised template management, advanced nstabidn
for shared services, easy scale andintegrationwith existing Cloud projects.
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based cloud. This guide was written as a follow up toXeeDesktop Cloud Provisioniagbinar

presented by Mikael Lindholm and Lee Bushen and details the steps taken to set up the XDCCP demo
shown on that webinar.

As mentioned in thevebinar, there are manyways to architect this solutioriThis is not an official
blueprint for building XenDesktop on CloudPlatforbut this guide willin around 1.5 dayshow you
a potentialway inwhich it could be configuredVe have used the example of a local government
shared service Cloud for the naming structure. Amend these as appropriate for your environment.

What you will need to follow this guide:

1) Hardware:
a. Two physical x86 servers with sufficient RAM and CPU. The servers used in the demo
system had 16GB RAM, 2 CPUs
b. NFS based storage. The demo used around 160GB for a basic installation.
2) CloudPlatform 4.3 installation software fro@itrix.com
3) CentOS 6.4 x64 DVD1 ISO from the CentOS artlgixes

Note: The CloudPlatform install guide below refers to CentOS 6.3. For simplicity, we recommend
that you use CentOS 6.4 for both the Volume Worker VM and the CloudPlatform Management
VM.

4) XenDesktop 7.5 Tri8loftware:http://www.citrix.com/products/xendesktop/try
5) XenServer 6.2 softwatdtp://www.citrix.com/products/xenserver/try
6) Statc IP addresses for
a. Your CloudPlatform Management server (cpman)
b. LT @& 2dz RikyisOngNF& se@e, we provide info on configuring your own
virtual NFS server
c. AD Controller and XD Controller (AD1 and XD1)
7) An IP address range for your CloudPlatf@ystem VMs. In a small lab-20 addresses will
suffice.
8) An IP address range for your other VMs within the Cloud, including Virtual Desktops, XenApp
servers, Worker VMs etc. At least-30 addresses.

Setting up the hosting server for the XenDesktop and CloudPlatform
backend

All infrastructure servers are installed outside the CloudPlatform system on a separate XenServer. This
is a requirement for the CloudPlatform Management servdrich cannot exist on the host system

that it is managingbut the XenDektop system coulgust as easiljhave been installed within the
CloudPlatform system itselfXenServer 6.2 SP1 (Service Packexh used as the hosting system.
Hardware was HP DL360G5 servers with 16GB RAM and NFS connection to an NFS filer for storage.
WS QR NI O 2 ignérSpeRselver figr a proper preof-concept.


http://www.citrix.com/tv/#videos/11466
http://www.citrix.com/products/cloudplatform/try
http://vault.centos.org/6.4/isos/x86_64/
http://www.citrix.com/products/xendesktop/try
http://www.citrix.com/products/xenserver/try

Installing Windows Servers for Active Directory and XenDesktop

Install 2 x W2K1R2Servers Create two VMs on your XenServieaving first copied your Windows
L{ha (2 @&2dzNJbra§y{ SNBSNRa L{h [A

- AD1¢2GB Ram, 1 x vCPU, 24GB Disk

- XD1¢8GB RAM, 2 or 3 vCPUs, 36GB disk

- SelectW2K1R2DC Editio (Server with GUIHuring the installation

- InstallXerServerToolsinto both VMs.

- Chang Hostnames of Servets AD1 and XD1

- Assign Static IRmd m&ke the DNS server of XD1 the IP of the AD1 host.

- Install AD Domain Services and DNS Server onto AD1

- UsingServer Managerpromote the AD1 tde a domain controller adkD75CCP.local
domain accepting the defaults & warnings about Dal® reboot the server.

- On AD1,dunchDNS Managerright click on server and set up a forwardemtoexisting
DNS server

- On AL, useActive DirectoryUsers and Groupt create new OlWinder your domaircalled
Woking Counciand another OU beneath it calldéksktops

- Create a nev user in WokingalleddLee. dza K Sy ¢

- Riht Click theDesktopsOU and us®elegate Controto addLeeas an Admin for the
Desktops OU. CreateCGustom Tasko Delegate, Choose Computer Objects, give create and
delete rights then on next page, choose fuhtrol.

- Jointhe XenDesktop Controllé¢tD1to the XD75CCP.locdbmain hosted orAD1

Tip: For easier remote admin of each server, go to Server Manager of AD1 and XD1 and click on the
Local Server node. Enable Remote Desktop and select the appropriatevitbé@nsAD
(Adminstrator and other tenant admins

A word about time syncronisation

The integration between XenDesktop and CloudPlatform usestimsed encryption keys. You need

to make sure that the CloudPlatform Magement server and both AD and XDwsas have the same

time or preferably use the same time sourg@ne symptom of bad time sync is whean®esktop
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operations, they may fail.

XenDesktop Install

- Having copied th&XenDesktop 75 1ISOnto & 2 dzNJ - Sy { S NI S Mdountitinfoh NJ LJ2 & A
your XD1VM and run the installer

- (ChooseXenDesktognstall (rather than XenApp)

- Install Delivery Controllerofware, choosngall component(DC, Studio, Directpticense
Servej and from next screen, Storefront, SQIRemote AssisChooseAutomatic Ports
from the lastscreen.

- LaunchCitrix Studiofrom XDlandchooseSite Setup Choose a fully configured sitgsing
SQL Expresiefaultsand automatically createhie database.

- Chooséhe 30 Day triaunless you have full licenses
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- No AppV Publishing.

- Do not start configuring machine catalogs at this point. We dol#iés.



After a few minutes, you should be able to connect to the Storefront on the address similar to

http://[XD1-IP-Address]/Citrix/StoreWeb/

Creating a XenServer or a Pool of XenServers for CloudPlatform to
Manage.

XenServer is free to download and Use. If you are new to XenServer, details of how to install
and configure XenServer can be found on the XenServer QuickStart Mastdretdass
http://www.citrix.com/tv/#videos/6702 Installing XenServer 6.2 is identical to the installation
shown in the video.

Install XenServer 6.2 with all current service packs and hotfixes bedidiag it as a CloudPlatform
Host. If you have multiple XenServers, create and join them to a pool before addingahem
CloudPlatform

Hint: If you are using an Evaluation version of XenDesktop, you can point your XenServers to the

license serveronth®¥D1- Sy 5S&a1iG2L) O2y (i NRffSNWY ! f{iK2dzaAK &2dz R
free version of XenServer, you will need to install all the patches via the XenServer command line. If

using XenCenteyou point your XenServers at the XenDesktop controllersaheictCitrix

XenServer for XenDesktdfcensing you can use XenCenter to install the patches which will save

you a lot of time.

Although you can use both Basic and Advanced networking models in CloudPlatform, the demo
system we configured was based assiE modgflat) networking ForBasic Mode networking in
CloudPlatform, you need to make sure your XenServer hosts are configured correctly. Basic mode
uses IPtables rules to maintain tenant isolation, so you need to perform the following tasks:

- FromtheXenSeZ S NJ O 2 y axad$wlichneiiverk-bBackend bridgé
- Enable IPtables for Basic networkiimgthe file /etc/sysctl.confmodify the following lines as
shown:
0 net.bridge.bridgenf-calkiptables = 1
0 net.bridge.bridgenf-callarptables = 1
- Now reboot the server.

Configuring CloudPlatform

There is already a great Citguidefor installing and configuring CloudPlatforAlthough the guide
was written for a specific handm lab, he content has been adapted and is includedppendix 1
below for referace[Page 1]

Note: The CloudPlatform Management MiMthe demowas calleccpmanand had é82GB disland
1GBRAM.

Installing the Volume Worker Template into the CloudPlatform system

- Download CentOS 6x86 orx64 from aCentOS repositorgnd place it on an internal
WebserverEither 32/64 bit will work as a volume workdihe demo used 64 bit.

Note:L ¥ @2dz R2y Qi KI @S I 6S0aSNIBSNI YR &2dz I NB Y+
your XenDesktop Storefrbserver(XD1)Yo host your ISOs for the purposes of importing. Blac
the IOs inc\inetpub\wwwroot and usehe IP address of your Storefront senasiow.


http://[XD1-IP-Address]/Citrix/StoreWeb/
http://www.citrix.com/products/xenserver/try
http://www.citrix.com/tv/#videos/6702
http://vault.centos.org/6.4/isos/

- To import this ISO into the CloudPlatform systeoy will need to allow CloudPlatform to
downloadISOs from an internal website by going to tBkwbal Settinggab and searching
for the parametersecstorage.allowed.internal.sitesChange the value to the IP Address of
your Webserver (e.d.92.168.10.10/32and restart the CloudPlatform Management S&rv
by typingservice cloudstacknanagement restaron the CLI of the cpman server.

- Log into CloudPlatform and go to thiemplatesTab,selectISOfrom the drop down menu

- Import the ISO for CentOS &84 as per theesettings:

@ Register 1ISO

Mame:  CentOS 6.4 x64
Description” | CenlOS 6.4 x64

URL: | nitp//10.81.5 B4/exports/Cent0S-6

Zone: | All Zones r
Bootable: ¥

0S Type: | CentOS 6.4 (G4-bit) M
Extractable: ¥
Public: &

Featured:

- From thelnstancegab, aeate a new CentOS 6\AM, booting from ISO, using a small
footprint Compute Offering. For ExampleM&dium Instancewith Small(5GB) Hard Drive.
- Install @ntOSin the same wayou did when you created thepmanVM.

Now follow theconfigurationinstructionsfor installing theVolume Worker Templatén the XenApp
and XenDesktop concepts and deployment on CloudPlatf@uide:
http://support.citrix.com/article/CTX140428

Hint: When you get to the parabout copying the XenDesktop RPM to the Volume Worker VM, you
will need to open a CloudPlatform ingress rule for Port 22 so that the XenDesktop host can access
the Volume Workewia SSH to copy the file

- Logged i CloudPlatformas Admin SlectNetworksand selecSecurity Group$rom the
drop down menu. Select theefault Security Grou@nd set up the ingress rule &dlows:

Details Ingress Rule Egress rule

Add by

* CIDR Account

Protocol Start Port End Port CIDR Add

TR v 22 22 0.0.0.0/0] | Aaa |

Loading a Windows VDI Template on CloudPlatform

- Use theTemplatestab in CloudPlatform and thksOdrop down item to import bth a
Windows 7& XenDesktop 7.5 1IS@to CloudPlatform. You can then use thesereate a
Windows 7 Virtual Machinewuch in the same way as you installed the volume warker


http://support.citrix.com/article/CTX140428

Prepare the image as you would for any normal XenDesktop deployfeatollowing
workflow was followed in the lab
o Install Windows 7
Run a Windows Update and install recommended patches
Install XenServer Tools
Join the Windows 7 machine to thé75CCP.locdbmain
Set IPsettingsto DHCP for IP address and DNS
Install XenDesktop 7.5DAusing the defaults
Ensure communicationquts are opened automatically

XenDesktop 7.5 Firewall

O O O O O o

The default ports are listed below. Printable versiont
Controller Communications Remote Assistance Real Time Audio

80 TCP 3389 TCP 16500 - 16509 UDP
1494 TCP
2598 TCP
8008 TCP

Firewal
Summary
Install

Finish

Configure firewall rules:

® Automatically

create the rules in the Windows Firewall. The rules
is turned off.

ing Windows Firewall or if you want to create the

o [ ==
0
- Nowstop the Windows VMand click on the root volume object of théM and choose the
option to Oreate templatefor XenDesktop to use.

ROOT-24

Dashboard
Instances Detailz

Affinity Groups

o + B85 ¥
Storage

Using an existingVindowsimage

You can @ate a Windows 7 base image on another XenServeeapdrt the VM from your
XenServer using OVF/OVA format. This will create a VHD file which needs to be uploaded to your
webserver for importing into CloudPlatform.

Import the newly prepared Windows 7 imgea into CloudPlatform using the Templates/Register
Templates option. Use the following settings making sure the XenServer Tools box is ticked.



@ Register template

Name: | Windows 7 Image Version 1.0
Description: | prepared image for Win7 VDA
URL" | http:4/10.81.5.64/exports/Win7-XD-Ir
Zone: | All Zones v

Hyperisor: | XenServer v

XenServer Tools &
Version 6.1+

Format: | VHD £
0S Type® | Windows 7 (32-bit) v
Extractable
Password Enabled
Dynamically
" Scalable:
Public: ¥
Featured: &
Routing

Tip: When building the lab, the most reliable way was to install the templates diriotly the
CloudPlatformGUl rather than imporingthem from aseparateXenServer

Creation a Service Offering for XenDesktop to use

Log into CloudPlatform andeate a new Compute Offering within ti8ervice Offeringsab. The
demo used a 1Ghz CPU, 1GB RAM and 1 xoftridg.

Configuring XenDesktop for Multi-Tenancy

To allow multiple administrators to manage the XenDesktop system, roles and scopes pertaining to
AD users are created within Citrix Studio.

- On XD1,dunch Citrix Studio, logged in as Domain Adi@iick the Administrators Node.
- Now setwp a blank scope and appropriate roles for Woking Council, our new tenant.
o Create Scope, Name, Descripti@ig Woking Scopgbut with no objects at this
stage
0 Create a Role, Name.g CCP Tenant Admihand give them full rights to
administerDeliveryGroups, Hosts and Machine Catalogs
- EnableLeeBushen as a new Tenant Admin
0 Choose theAdministratorstab andCreate Administrator
0 Search foLeeBushen and click th&/oking Scopeadio button
0 Click theCCPrenantAdminsrole andenable the administrator



Configuring a Cloud connection from XenDesktop

- Login to XenDesktopcontroller XDlasleeb andobserve thathe can use Citrix Studio (but
OFyQl &aSS 20KSNAR O2YLRySyidao

- Launchthe CloudPlatform Admin GUI and ChooseAlseounstab.

- Add anaccount calledNoking-Councilwith a username ofeeb. Fill in the defaii fields

- Login to CloudPlatform dseband withinNetworkstab, and theSecurity Groups drop
down menu,adda security groupNoking-SecGroup-XDwith Ingress rules for TCP ports 80,
443 and 2598

Details Ingress Rule Egress rule

® CIDR Account

Protocol Start Port End Port CIDR Add

Tcp v 2598 2598 0.0.0.0/0] N

TCP 80 80 0.0.0.0:0

x

TeE 443 443 0.0.0.0/0

x

- Go tothe Accountstab and click onwoking-Council find the leeb user, click on iandthen
click the icon tayenerate keys.

- Back in Citrix Studicreate a new Hosting connectdp the Cloud using S eysi

0 Connection type CloudPlatform

0 Addresshttp:// [cpman IP Addresg080/client/api
0 UseAPI Keys pasted frothe CloudPlatfornGUI
(0]
0

ConnectiorNameWoking Councilg Cloud
Choosd want to create VMs in Zone : London
0 Connection_ondonWoking-Cloud
- Because the Woking tenant does not have any peabtamplates, you need to configure
the connection to look for all templates in the Cloud
0 Loginto the XD1 serveasadministrator, launch Citrix Studiand dhange the
advanced parameters of the connectionTemplateFilter=executabl¢his will allow
the Wokingtenant to see templates that do not belong to them (€lpe Windows 7
template the admin uploaded earlierNote,at the time of writing,you need to be
administrator to do this.
- In XenDesktopCreate aMachine Catalogwith the following settings:
0 Windows Desktop OS
Machines arepower managed and deployed using MC&.amdonWoking-Cloud
ChooseRandom Desktap
Choose the Desktop image you uploaded to the Cloud earlier
Choose your security groyfyoking-SeeGroup-XD
Provisionl machine and specithe XenDesktop machine sgication(Compute
offering)you configured earliewithin CloudPlatform
Leave the default for NICs.
o Create AD Accounts iWoking Counc® DesktopsOU with the name oWoking
Win7-##

O O O O O

(@]



o CatalognameWokingWin7 DesktopsLeave runningthis will takeup to 30 mintes

to complete.

The following process is happening in the background

Step &
Preparation resources are remosed both during
and afiar the process = completa. Template is
retained for futune provisioning

Image Preparation Workflow

Citrin, X0, Velumeworier Preparation - Eng-

Citrix. XD Volumeworker

-8454025d-2202-dadh- Deskiops - ~adcdd2ad-118d 4405
a2%1-bbbd2o48aa87 WP Oz 2 SUL bd-bE3elHdeaTa
oOMghldg
I 1"'-,-, .-"T ‘ ";...-“"‘
" - Eng-DT-
....... 01_ldentityDis
ke
plimztheSiLly

Root-36
= b +REALGE

prepare=

IthhpTﬁ.HmﬁW Stop 2 X

WM starts (aftar . ig o Eng-OT-

Qesa¥i08  rogy rom Secondary Eng-Deskiops-baseDisk 02_|dertisyDisz
starage), sxecutes -
commends {g.g. re- g

o E‘t:ﬂh;n & KME Rcensing of Step 3 o 1 FHweriLisL
hd e anable DHCP) & Another Valume Worker
Worker and prep disk doame o | Whan 15t Machine boots, “Real” Maching Calalog Deskiops
P Sl foprep farts (i et st look temglate is copied 1o Primary are created. Identity disk(s) are

are created | Warker
=ands commands ha
prep sk

disk. \Warker atlaches
disk and reports back
1o X0

=10m) & a tamplate is
craated from the Prap
WM (Cin Sac Siorage)

creaied & primed by Workar Wi &

storage, WD gat a thin clone &
altached o “Real” deskiop(s)

WDI's boat

civrix

TI IR G Corlderal

When the Machine Catalog has finished creatfrgm Citrix Studiogreatea Delivery Group
& startthe VM:

NamePyrford Group
DisplaynamePyrford-CloudDesktop
Wait approx. 15 minsas the template is copied to Primary Storagel the

desktop is launched
After a few minutes, check that the desktop is running and WiaA

registration has occurred in Citrix Studio
Finally, launch a browser and login to your Storefront servexdasp leeb. TheStorefront

address will behttp://[XD1-IP-Address]/Citrix/StoreWeb/
- Launch your new Cloud Desktop!
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http://[XD1-IP-Address]/Citrix/StoreWeb/

Appendix 1

XenDesktop 7.5 and CloudPlatform 4.3

Setup CloudPlatform Cheat Sheet
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CloudPlatform Preparation

CloudPlatform Infrastructure Preparation

This module prepares the minimum infrastructure required for a CloudPlatform
implementation.

You will create a Virtual Machine (VM) running on your physical XenServer host and install
the CentOS Linux distribution onto the VM. This VM will become the CloudPlatform
Management Server (cpman). You will then configure the VMs networking and prepare the
VM for the CloudPlatform install.

NFS shared storage is required for CloudPlatf or més secondary storage and
CloudPl atformés primary storage. Typically in t
provided by a hardware storage device such as a SAN or NAS, but in this lab the NFS

storage is provided by a VM (nfs-server) running on the physical XenServer. This nfs-server

VM has already been created for you in the same way as cpman, and the network has been

similarly configured. You will need to install and configure the components needed to

provide the NFS service onto nfs-server, and also install the services necessary to access

the NFS shares onto cpman.

Exercises in this module

Exercise 1: Create the cpman VM and install CentOS 6.3
Exercise 2: Install XenServer Tools on the cpman VM
Exercise 3: Setup networking on the cpman VM

Exercise 4: Configure the nfs-server VM

Exercise 5: Configure NFS on the cpman VM



Exercise 1: Create the cpman VM and Install
CentOS

Overview

The CloudPlatform Management Server runs on a RedHat or CentOS operating system
version 6.2 or above.

In this exercise you will:
1 Create a VM on your physical XenServer.

1 Install the CentOS 6.3 operating system on to it.

Step by step guidance

Estimated time to complete this exercise: 10 minutes.



Step

Action
Using XenCenter, ensure the CentOS 6.3 install DVD is available on the physical
XenServerbés | ocal | SO Storage Reposit

File  Wiew  Pool  Server WM Storage  Templates Tools  Window  Help

Q Back - Forward - fdd Mew Server ' Mew Poal @ Mews Storage @ Mew M

Yiews:  Server View - || % Local IS0 SR XS

|5£am‘1m p .Generall Storage !IL::u;s I

= €3 ¥enCenter Yirtual Disks

= [ wxs-01
DYD drives ‘
Disks
gy Local storage
% Femaovable starage Marne | Description
= [ ves-02 renServer-6,2.0-install-cd.iso
£ DVD drives Centos-6,3-x56_64-bin-DYD 1 iso

Egg Local storage
% Femovable storage
= E x532dew-012, ondemand. vtc

@ nfs-server

@ YirtualenServer-01

—

= arage
% Removable storage

Click the Local ISO SR XS node on the physical XenServer and select the
Storage tab.

You should see two ISO files here. These are the ISO files available on the local
ISOSt orage Repository and can be sel egcg
DVD drive for booting a VM and installing an operating system.

fyou dondt s ee ,tlibkeghe Ragaan butB@and thely sheuld
appear.




Step | Action
2.
X XenCenter
File  View Pool Server WM Storage  Templates Tools  Window  Help m
0 Back - Forward - Add Mew Server ' New Poal ﬁ MNew Storage (ﬂ) Shut Dawn i{
Views: Server View v‘ ‘ E xs32dev-012.ondemand.vic
Seardh... p -Searchl Generall Memory | Storage | Metworking | MICs Console |PerForman-::e
XenCente
= 9 Enenter ¥s32dev-012.ondemand.vic server console
= [ vs-01
% DVD drives
Eg Local storage
R ble sto -
&S} Removable storage ress <Enter> to login
= & vxs-02
DVD drives .
Your physical XenServer
) Local storage g .
NErovatle Sorage name will be diffeent.
@ nfs-server
Select your physical XenServer node and click the New VM button.
3. X New VM ]
TQJ Select a VM template 2]
o
N
ame" ) g |Name Categary ILI
Instalation Media %% CentDS 4.7 (32-bit) CentO3
Heme Server %% Cent0s 4.8 (32-hit) Centos
CPU & Memary %% Cent0s 5 (32-bit) Cent0s
Storage %% CentOs 5 (54-bit) Cent0s
Networking % Centns A 032-hit) Cents,
Finish 3 ; ]
| Debian Squeeze 6.0 (32-bit) Debian
| Debian Squeeze 6.0 (54-bit) Debian
| Debian Wheezy 7.0 (32-hit) Debian
| Debian Wheezy 7.0 (54-hit) Debian
‘3‘ Nrars Fnternrizs |inv 5 (32-4hit) Nrars ]

You will be asked what VM template you want to use. Scroll down the list and
select the CentOS 6 (64-bit) template.

Click Next.




4, Enter the name and description of the VM to be created:

Name: cpman
Description: Cloud Platform Management Server
Template Enter a name that will help you to identify the virtual machine later, This could be a name 1

and hardware such as RHEL DHCP Server, Win2K3 XenApp Server or Exchange 2007 Clier

_ will also be displayed in XenCenter's Resources pane and can be changed later.

Installation Media You can also add a more detailed description of the WM, if you wish.

Home Server

Mame: Iq:,ma,-,
CPU & Memory

Storage Desmription: | cloudplatform Management Server )
Click Next.
3. x New ¥M =
@| Locate the operating system installation media 9
Template Select the installation method for the operating system software vou want to install on the new W,
Iarne

Home v
e Server | Cent0s-6.3-x86_84-bin-DVD1.is0 ﬂ] Mew 150 lbrary...

Installation Media [5' Install From IS0 library or DYD drive:

CPU & Mermory

Storage " Install From LRL:

Metworking I
Finish

Select the Cent0S-6.3-x86_64-bin-DVDL1.iso file as the installation media.
Leave the Advanced OS Boot parameters at the default.

Click Next.

X New ¥M =t

1b| Select a home server 9

Template YWhen vou nominate a home server For a virkual maching, the virtual machine will always be started up on that server
if it is available. If this is not possible, then an alternate server within the same pool will be selected automatically.

Marne
Installation Media £ Donlt assign this YMia bome server, The W will be started on any server with the necessary resources,
(shared storage required)
_
' Place the Y on this server:

CPU & Memary

4001 ME takal)

Starage
Metworking
Finish

Click Next to accept the default home server (your physical XenServer) to create
the VM.




7.

X New ¥M 1=

.
th Allocate processor and memory resources 9

Template

Mame

Installation Media
Harne Server
Storage
Metworking
Finish

Specify the number of virtual CPUs and the amount of memory that will be initially allocated to the new virbual machine.

Mumnber of yCPLUs:

[Memory:

Next you will specify the amount of RAM and number of CPUs for the VM.
Increase the Number of vCPUs to 2 and the Memory to 2048MB, and then click

Next.

X New ¥YM

1ﬂ| Configure storage for the new YM

M=

Template

Marne

Installation Media
Home Server
CPU & Memoary
Netwarking
Finish

The virtual machine template you selected eatlisr provides the virtual disks lisked belaw. ¥ou can change the
properties of these virtual disks, and add more disks if required.

Alkernatively, vou can select the second option below ko create a disl
and does not use any virtual disks,

When you have Finished configuring disks for the new virtual machine,|

Do not clickAdd.

& Lse these virtual disks:

| shared Add...

Delete |
_Properties_|

| Location | Size

| Storage

You will increase the disk size from the default of 8GB. Click Properties.




Step | Action

Eearosk =l:

Enter a name, description and size for your virtual disk. The size of your disk and the home server setting of any
WM the disk belongs to will affect which storage locations are available.

Mame: Il:pman 0

Description: | Created by template provisione!

size: | s0.000=H a8 7|

Location:

# Local Storage 420,04 GE fres of 305,01 GE

Change the disk size to 30GB, click OK and then click Next.

10.

Sl
Eﬂj Configure networking on the new VM e
Template The virtual machine template you have selected pravides the virtual network interfaces listed below. You can
Name configure or delete the default virtual network interfaces here, and add more if reguired.

Installation Media virtual netwark interfaces on cpman
Home Server
| mac Network
CPU & Memory
Storage £ <autogenerated MAC: Internal
[, <autogenerated MAC > Private bondd
Finish £y <autogenerated MAC> Public bond1
Put the CloudPlatform Management Server on the same network as the rest of
your infrastructure servers (e.g. XD controller, AD controller).
|
e
‘L;EI-J Configure networking on the new Y™ ‘
Template The wirtual machine template wou have selected provides the virtual network inkerfaces listed below. You can configure
of delete the defaulk virbual network interfaces here, and add more if required.
Marne
Installation Media Virkual network interfaces on cpman

Home Server | MAC Network Add...
CPU & Memory

ib =autogenerated MAC > Internal @
Storage
| Networking | e

Finish

If your screen now looks like the one above, click Next.




12.
all the necessary information has been collected and the wizard is ready to provision the new virkual machine using the
settings shown below,
Review these setkings, then click Previous if wou need to change anything, Otherwise, click Create Mow to create the
new WM, I may take several minutes to create the new YM,
Template Centos 6.0 (64-bit) (experimental)
Mame cpman
Install Method D
Installation Source  CentdS-6,3-x86_A4-hin-DYD1 iso
Home: Server ¥s32dev-012,.ondemand. o
wiZPUs @
Memary 2045 MB
Disk, 0 30 GE
Metwork Interface 0 Internal
W Start the new ¥M automatically
= Prewious I Create Mow il Cancel |
Carefully confirm the settings you see match those shown above (except for the
Home Server, which should be your physical XenServer name).
Click Create Now.
13. | You will notice the status bar at the bottom of XenCenter shows the progress in
creating the VM.
Provisioning Y .
Once the VM is created it will be shown in XenCenter as cpman. This VM will
become the CloudPlatform Management server.
= 3 Z.ondemand.wtc
(T coman]
L&, nfs-server
@ Yirkualzenserver-01
E Yirkualzenserver-02




1

Step \ Action

X XenCenter !

File  wiew Pool Server WM Storage  Templakes  Tools  Wwindow  Help

o Back - Forward = {:J Add New Server LE New Pool t“] Mew Storage |ﬁ' Mew Y (0) Shut Down @ Reboot O Suspend @sttem Aler

Views:  Server Yiew w || L cpman oh "#s32dev-012.ondemand.vtc' Logged in as: Local rook aco
pi
Search... :C) General I Memary I Starage | Metworking Console ]PerFormance I Snapshaots I Logs I
B €3 KenCenter DVD Drive 15 | Cont05-6,3-x86_84-bin-DVD isa | Logking for guest console. .,
= B wX3-01 |
[ DvD drives

elcome to CentO3S for xB6_64

@ Local storage

% Remowvable storage
= [ wis02

% LD drives

@ Local storage Disc Found

% Remnvable storage
= B seemrden-01 2. andemand. wke To begin testing the media before

@ installation press OK.
gy nfs-server

@ WirbualzenServer-01
@ WirtualsenServer-02
% DWD drives

£ Local 150 SR %5 | Skip |
% Lacal Storage

% Removable storage

Choose Skip to skip the media test
and start the installatiom.

Click the cpman node and the Console tab. Once the initial boot is completed,
you should see the screen above.

This is the console to your newly created VM. Adjust the size of the XenCenter
window if necessary to show the whole of the console and click in the console to
set focus.

Use the <Tab> key to select Skip and then press <Enter>.

15.

Wait a few moments for the following screen to appear:

Cent0S

Welcome to CentDS!

Press <Enter>.




Step \ Action

16.

Language 3electiom

What language would you like to use
during the installation process?

Catalan T
Chinese(Sinplified) [ |
Chinese(Traditional) 7
Croatian |
Czech
Danish
Dutch

f

Keep the language selection on English. Use the <Tab> key to select OK and
then press <Enter>.

17 elcome to CentDS for xB6_64
Warning

Error processing drive:

xen-ubd-51712

102400MB

¥en Virtual Block Device

This device may need to be reinitialized.

REINITIALIZING WILL CAUSE ALL DATA TO BE LOST!

This action may also be applied to all other disks ]
needing reinitialization. +

<Tab>~<Alt-Tab> between elements | <{3pace> selects | <F12> next screen

Use the <Tab> key to select Re-initialize and then press <Enter>.

18.

Tine Zone Selectiom
In which time zome are you located?
[«] System clock uses UTC
finer ica-Montevideo

AmericasMontreal
America-sMontserrat

AmericarNassau
fAinerica-Mew York

Keep the time zone on America/NewYork. Use the <Tab> key to select OK and
then press <Enter>.




Root Password

Pick a root password. You must type it
twice to ensure you know it and do not
make a typing mistake.

Password : I IR

Password (confirm): seesessoes:

{Tab>-<Alt-Tab> betueen elements | <{Space> selects | <F12> next screen

Enter the root password twice:

Password:

Citrix123 Q Passwords are case sensitive

Citrix123 -

Password (confirm):

Use the <Tab> key to select OK and then press <Enter>.

Partitioning Tupe
Installation requires partitioning of your hard drive. The
default layout is suitable for most users. 3elect what space
to use and vhich drives to use as the install target.
Use entire drive
[Replace existing Linux system
Use free space
Which drive(s) do you want to use For this installation?
[=]1 JENE 30720 MB (¥en Uirtual Block Devic) g
?
<Spacey,<{+>,{—> selectiom | <F2> Add drive 1 <F12> wext screen
Use the <Tab> key to select OK and then press <Enter>.

Writing storage configuration to disk

The partitioning options you have selected will now be written to
disk. fAny data on deleted or reformatted partitions will be lost.

ite changes to disk

Use the <Tab> key to select Write changes to disk and then press <Enter>.




Step \ Action

22. | After a few minutes you should see the following:

Complete

Congratulations, your CentDS installation is complete.

Please reboot to use the installed system. Note that updates may
be available to ensure the proper functioning of your system and
installation of these updates is recommended after the reboot.

Eboot |

Press <Enter> to reboot.

23. | After the reboot, you should see the login prompt.

Kernel £.6.32-279.el6.xB6_64 on an xB6_64

localhost . localdomain login:

CentOS 6.3 has been installed on the cpman VM.

Exercise Summary

You have created ¥M named cpmanand have installethe CentOS 6.3 operating system.



Exercise 2: Install XenServer Tools on the cpman

VM

Overview

In this exercise you will:

Install XenServer tools on the cpman VM. This adds a XenServer agent that assists
XenServer in monitoring and controlling the VM.

1

Step by step guidance

Estimated time to complete this exercise: 5 minutes.

Action

Ste

p
1. | Login to the cpman console using the credentials:

% DD drives
g Local storage
% Removable storage
= |3 ws32dev-012 .ondemand. vt
1
[ rfs-server

Using the DVD Drive 1 selector choose xs-tools.iso.

Username root
Password Citrix123
2 |
" X XenCenter =]
File  Wiew Pool  Server WM Storage  Templates  Tools  Window  Help
o Back - Forward ~ E:i Add New Server @ Mew Pool @ New Storage @ New Vi @ Shut Down @ Rebook 0 Suspend V Mo System Alerl
Views:  Server View j| @ cpman on 'xs32dev-012.ondemand.vtc' Logged in as: Local rook accour
|5Edf0‘1m D | Gereral | Memory I Starage I Networking Cansole |ParFormance | Snapshats I Logs |
=l €3 ¥enCenter [DVD Bl I o-tools o =l ] Switch ko Graphical Console
= [ vrs-01
3 DD drives [Starting monitoring for UG VolGroup: 2 logical volume(s) in volume group "Volg
B Local storage roup” monitored
% Removable storage [
o & ws-0z ipbtables: Applying firewall rules: [
iptables: Applying firewall rules: [

[Bringing up loopback interface:

[Starting auditd: [ OK 1
[Starting system logger: [ OK
ounting xenfs on /proc/xen:
Detecting Linux distribution version: [
[Starting xe daemon: [ OK 1

Make sure you selet¢he xstools.iso
DVD before executing the next step




Ste  Action

‘P
3. | To install XenServer tools enter the following commands on the console:

mount - r /dev/xvdd /mnt
/mnt/Linux/install.sh

Answer y <Enter> to the prompt.

[root@localhost ~1# mount -r sdeusxudd /mmt
[root@localhost "1 smt/Linuxsinstall.sh
Petected “Cent0S release 6.3 (Final)’ (centos version 6.

[The following changes will be made to this Virtwal Machine:
%= update arp_notify sysctl.conf.
= packages to be installed- upgraded:
- xe-guest-utilities-6.0.0-743.x86_64.rpm
- xe-guest-utilities-xenstore-6.0.0-743.>86_64.rpn

ontinue? [y-ml y

[Preparing. .. R € 50:)

et O (100
1:xe-guest—utilities—xensHHHHEHIBREBHEREHHHE IR R HERHH R RS [ 50]
Z2:xe-guest-utilities HHUEERRRBR R R R R R R R R R R RN [100:2]

You should now reboot this Virtual Machine.
[root@localhost ™1

To complete the installation, reboot the VM by entering the following command:

reboot

4 cpman on '¥s32dev-012.ondemand.vtc'

General I Memory I Storage I Metworking Console | performance | Snapshots | Logs I

Wait until cpman is in the process of booting and then click Eject to remove the
XenServer tools DVD from the DVD drive. Ejecting a DVD when you no longer
need it is a XenServer best practice.

OO Crive 1 I xs-tonols,iso j:]

4 cpman on 'xs32dev-012.ondemand.vtc'

General I Mernary I Storage I Metworking Console | performance | Snapshaots I Logs I

LV Dirivee 1: I <EMmpky = j

The DVD drive should say <empty>.

Exercise Summary

You have installed the XenServer tools on to the cpman VM.



Exercise 3: Setup Networking on the cpman VM

Overview
In this exercise you will:
1 Configure the networking of the CentOS VM you just created.

You will need to use the vi text editor for this exercise. If you are not familiar with how to use
vi, the instructor provided cheat sheet will help you remember the commands needed, or, for
more help, refer to Appendix 2 where you will get keystroke by keystroke instructions for
editing the first file.

Step by step guidance

Estimated time to complete this exercise: 10 minutes.

Step Action
1. | Login to the cpman console using the credentials:

Usernane root
Password Citrix123




2. | The internal network specified when creating the VM is attached to the first NIC of
t he VM, which in Linux is referred to
You need to configure fiethO0 by editi:/
Vi /etc/ sysconfig/network - scripts/ifcfg - ethO
Delete the following two lines:
HWADDR="XX: XX XX XX: XXX"
UUID="XXXXXXXX = XXXX = XXXX = XXXX = XXXXXXXXXXXX"
Change the following lines:
From To
BOOTPROTO="dhcp" BOOTPROTO="none"
ONBOOT="no" ONBOOT="yes"
Add the following lines at the end of the file:
IPADDR=192.168.10.15 e Your IP details wille different from
NETMASK=255.255.255.0 @ those shown in this guide.
GATEWAY=192.168.10.1
After editing, the file should look exactly like:
DEVICE="eth0"
BOOTPROTO="none"
NM—CONI.BOL,.LED: yes o Appendix Zhows detailed step by
ONBOOT="yes . . T
TYPE="Ethernet" step instructions on how todit this
IPADDR=192.168.10.15 15 Wl IS ) Gl
NETMASK=255.255.255.0
GATEWAY=192.168.10.1
Save the file and exit the editor by entering <ESC>:wq
3.|]Restart the dr i v e readfthe newconfguraiian byredteringithie C

following command:
ifup ethO

[rootB@localhost 14 ifup ethd
[root@localhost ™14




Step Action

4. | You can check the network is operational by pinging one of Google's internet DNS
servers.
ping -c48.8.8.8
[rootBlocalhost “1# ping -cd B.8.8.8
PING 8.8.8.8 (8.8.8.8) 56(84) bytes of data.
0.8.8.8: icnp_seq=1 tt1=49 time=0.19 ns
8.8.8.8: icmp (=£ it 9 time=7.96 ms
J from 8.8.8.8: icmp_sed time=7.91 mn=
v bytes from 8.8.8.8: icmp_seq=4 tt1=49 time=7.90 ms
— §.6.6.8 ping statistics —-
1 packe transnitted, ° :ceived, @< packet loss, time 301Zms
940 .147 n=
Check ping packets were received.
5. | Edit the following file to point to a DNS server for this VM to use.
vi /etc/resolv.conf
The file should be empty; add the following line:
nameserver 192.168.10.10 / Your IP details will be different from
@ those shown in this guidéJse the
- ) ) — DNS server on the AD controliér
After editing, the file should look like: following the XDCCP cheat sheet.
nameserver 192.168.10.10
Save the file and exit the editor by entering <ESC>:wq
6. | Ping google.com to ensure name resolution is now operational.
ping - c4 google.com
(84) bytes of data.
0.net (V4.145. 129): icmp_seqg=1 tt1=57 tine
et (74,125,227 1290 icmp_seq=2 tt1=57 time
net (74,145 12910 icmp_seqg=3 tt1=57 tine
1.08 ms
64 bytes from dfwd6s17-in-I1.1el00.net (?74.125.227.129): icmp_seq=4 tt1=57 time
1.11 ms
—— ooy 1 :
1 pack " smitted, 4 recei ct loss, time 3004ms
/ndeuy = 1.059 435 ns
It may take a few seconds to start the ping. Check the ping packets were received.




Action

7. | Add the two VMs, cpman and nfs-server, to the local name resolution file.
vi letc/hosts
. . . / Your IP details will be different
Delete the 2nd line (starting with ::1 localhost ) @ from those shevn in this guide.
Add the lines: )
127.0.0.1 cpman. cplab .local cpman
192.168.10.12 nfs - server. cplab .local nfs - server
After editing the file should look like:
127.0.0.1 localhost localhost.localdomain localhost4 localhost4.localdomain4
127.0.0.1 cpman. cplab .local cpman
192.168.10.12 nfs - server. cplab .local nfs - server
Save the file and exit the editor by entering <ESC>:wq
8. | Verify local name resolution is working.
ping -c4nfs -server
[rootRlocalhost ~1# ping -c1 nfs-ser
erver.cplab. local (192.168.10.12) 56(84) bytes of data.
5 from server . .cplab. local ( A, 10,1200 icep_seq=1 ttl=64 time=1.7
from nfs-server.cplab.local (192.168.10.12): jcnp_seq=2 ttl=64 time=0.
5 from nfs-server.cplab. local (19£2.166.10.12): icep_seq=3 ttl1=b4 time=0.1
from nfs-server.cplab.local (192.168.10.12): icnp_seq=4 ttl1=64 time=0.
time 300Zms
Check ping packets were received.
9. | Edit the following file to change the hostname:
vi /etc/sysconfig/network
Change the hostname to cpman
HOSTNAME=cpman
After editing the file should look like:
NETWORKING=yes
HOSTNAME=cpman
Save the file and exit the editor by entering <ESC>:wq
10. | Reboot the VM to get the new hostname registered.

reboot




Step Action

11.

After the reboot has completed, notice the hostname.

12. | Login to the cpman console using the credentials:

Username root
Password Citrix123

Check the hostname is fully qualified by entering the following command:

hostname - f

[rootPcpman ~ 1# hostname —f

cpman.cplab.local
[root@cpman ~ 1#

A fully qualified domain name specifies the host's exact location in the DNS tree
hierarchy.

Exercise Summary

You have configured the network of the cpman VM.



Exercise 4: Configure the nfs-server VM

Overview
In this exercise you will:
9 Configure the CloudPlatform primary and secondary shared storage.

CloudPlatform requires shared storage for secondary storage and it is often also used for

primary storage. While this would typically be provided by a physical storage device in the

datacenter, for the lab, another CentOS based VM running on your physical XenServer will
beusedasan NFSserver. Not e: | f you dondot have a physical
create one in the same way as in exercise 1-3.

A separate 250GB storage partition was created during the install of the NFS server to act
as the primary and secondary shared storage for CloudPlatform. Keeping the OS and data
partitions separate is a best practice for an NFS server like this. The partition is mounted on
the / nfs mount point.

Step by step guidance

Estimated time to complete this exercise: 10 minutes.

Ste  Action
P
1. | Click the nfs-server node and then the Console tab to access the nfs-server VM
console.Note: | f you dondt have a physical

the same way as in exercise 1-3 above. If you have one, skip to exercise 5.

File  View Pool Server WM Storage  Templates  Tools  Window  Help

0 Back - Forward = EIF' Add Mew Server Lﬁ e Pool ﬁl Mews Storage @ T W @ Shut Down %

Vigws:  Server View v| | [[@ nfs-server on 'xs32dev-012.ondemand.vtc’
|5.e.5m’1,,, J:' General I Memnryl Storagel Metworking) -onsale | Perfarmance I Snapshotsl Logs
= 9 Heni-enter DD Drive 1t I <Emply =
= [y wis-ot
E=) DVD drives nabling ~etc/fstab swaps: [ OK
Eg Local storage ntering non—-interactive startup
E= Removable storage Starting monitoring for UG VolGroup: 3 logical
= [ sz oup"” monitored
% WD drives [ 0K 1

ipbtable=s: Applying firewall rules: [ OK 1

B Local storage

% Remaovable storage

iptables: Applying firewall rules: [ OK 1
Bringing up loopback interface: [ OK 1
=l [ xs3zdev-012.ondemand vtc Bringing up interface etho: [ 0K 1

Ftarting awditd: [ 0K 1
Starting system logger: [ OK 1
ounting xenfs on sprocsxen: [ OK 1




Ste
P

Action

Login to the nfs-server console using the credentials:

Username root
Password Citrix123

ent03 release 6.3 (Final)
Kernel 2.6.32-279.el6.x86_64 on an xB6_64 Make sure you araow on
the nfs-serverconsole.

nfz—server | login:

3. | Install the NFS server components required by entering:
yum -y install nfs - utils
4. | Setup NFS services to start on reboot.
chkconfig nfs on
5. | Create directories on the storage partition to serve as the primary and secondary
storage for two zones, Paris & London. Choose a directory on your NFS Server.
mkdir - p /nfs/paris/primary/clusterl
mkdir - p /nfs/paris/secondary
6. | Edit the NFS exports file to allow these directories to be shared.
vi letc/exports
The file should be empty; add the following line (exactly as shown) to the file:
/nfs *(rw,async,no_root_squash)
After editing the file should look exactly like:
Infs *(rw,async,no_root_squash)
Save the file and exit the editor by entering <ESC>:wq
7. | Edit the NFS configuration file to open various ports:

vi letc/sysconfig/nfs

Uncomment the following |lines in the f
each line:

#RQUOTAD_PORT=875
#LOCKD_TCPPORT=32803
#LOCKD_UDPPORT=32769
#MOUNTD_PORT=892
#STATD_PORT=662
#STATD_OUTGOING_PORT=2020

Save the file and exit the editor by entering <ESC>:wq




Ste  Action

I A
8.

Enter the following command to verify the NFS configuration file has been edited
correctly:

grep PORT /etc/sysconfig/nfs

I [ICHD:UDPPI]RT=32?E|‘3

OUNTD_PORT=892
STATD _PORT=662
STATD_OUTGOING_PORT=Z0Z0
ill_] \DHA_PORT=20049

You should see only the last line (RDMA_PORT) is still commented.




Ste
p

Action

Configure the Linux firewall (iptables) ingress (inbound) and egress (outbound)

rules to allow the NFS traffic by editing the iptables configuration file:

vi /etc/sysconfig/iptables

Add the following lines immediately after the 6th line (OUTPUT ACCEPY:

- A INPUT
- A INPUT
- A INPUT
- A INPUT
- AINPUT
- A INPUT
- A INPUT
- AINPUT
- AINPUT
- A INPUT
- AINPUT

- m state
- m state
- m state
- m state
- m state
- m state
- m state
- m state
- m state
-m sta te
- m state

state NEW
state NEW
state NEW
state NEW
state NEW
state NEW
state NEW
state NEW
state NEW
state NEW
state NEW

- p udp
-ptep
-ptep
-ptep
-p udp
-ptep
- p udp
-ptep
-p udp
-ptep
-p udp

dport11 1 -jACCEPT

dport 111
dport 2049

dport 32803
dport 32769

dport 892
dport 892
dport 875
dport 875
dport 662
dport 662

P

It ishighlyrecommended to copy and
paste theabove lines to ensure they

are entered correctly.

After editing the file should look like:

-j ACCEPT
-j ACCEPT
-j ACCEPT
-j ACCEPT
-j ACCEPT
-j ACCEPT
-j ACCEPT
-j ACCEPT
-j ACCEPT
-j ACCEPT

# Firewall configuration written by system - config

# Manual customization of this file is not recommended.

*ilter

(INPUT ACCEPT [0:0]

:FORWARD ACCEPT [0:0]

:OUTPUT ACCEPT [O: 0]

-AINPUT -m state - state NEW -pudp -- dport11l
-AINPUT -mstate -- state NEW -ptcp -- dport111
-AINPUT -mstate -- state NEW -ptcp -- dport 2049
-AIN PUT - m state -- state NEW -ptcp -- dport 32803
-AINPUT -mstate -- state NEW -pudp -- dport32769
-AINPUT -mstate -- state NEW -ptcp -- dport 892
-AINPUT -mstate -- state NEW -pudp -- dport892
-AINPUT -mstate -- state NEW -ptcp -- dport 875
-AINPUT -mstate -- state NEW -pudp -- dport875
-AINPUT -mstate -- state NEW -ptcp -- dport 662
-AINPUT -mstate -- state NEW -pudp -- dport662
-AINPUT - m state - state ESTABLIS HED,RELATED - j ACCEPT
-AINPUT -picmp -j ACCEPT

-AINPUT -ilo - j ACCEPT

-AINPUT -mstate -- state NEW -mtcp -ptcp

-AINPUT -jREJECT -- reject -withicmp - host - prohibited
- A FORWARD- j REJECT -- reject -withicmp - host - prohibited

COMMIT

-- dport 22

- firewall

-j ACCEPT
-] ACCEPT
-] ACCEPT
-] ACCEPT
-] ACCEPT
-j ACCEPT
-] ACCEPT
-] ACCEPT
-] ACCEPT
-] ACCEPT
-] ACCEPT

-j ACCEPT

Save the file and exit the editor by entering <ESC>:wq




Ste  Action

P
10.| Specify the local NFS domain name in the following file:

vi /etc/idmapd.conf

Change the 5th line:

#Domain = local.domain.edu Domain = cplab .local

Dondt f or g et idfrom theetarpoftiee lirte.h e

Save the file and exit the editor by entering <ESC>:wq

11.| Reboot by entering:

reboot

12.| Login to the nfs-server console using the credentials:

Username root
Password Citrix123

Check the / nfs directory is being exported by entering:

showmount -e

[rootEnfs—=erver ~ 1#f showmount -e
Export list for nfs—server:

snfs =
[rootEnfs—=erver ~ 1#

Notice the / nfs directory (containing the shared storage directories you created
earlier), is in the export list.

Exercise Summary

You have configured the NFS server that CloudPlatform will use for primary and secondary
storage.



Exercise 5: Configure NFS on the cpman VM

Overview
In this exercise you will:

9 Configure the required NFS components on the CloudPlatform Management Server
(cpman).

1 Make some final infrastructure preparations.
Step by step guidance
Estimated time to complete this exercise: 10 minutes.

Ste  Action

P
1. | Switch back to the cpman console by clicking the cpman node.

= E xs32dey-012 . ondemand. vte

@ Make sure you arbackon

the cpmanconsole.
@ nfs-server

@ Yirkual<enServer-01

2. | Install the NFS components on cpman by entering:

yum -y install nfs - utils

3. | Start essential NFS services:

service rpchind start
service nfslock start
service nfs start
chkconfig nfs on

[root@cpman ~1# service rpchind start
Starting rpcbind: [ OK 1
[root@cpman ~ 1t service nfslock start
Starting NFS statd: [ OK 1
[root@cpman ~1#t service nfs start

Btarting MFS services: [ OK 1
Starting NFS mountd: [ OK 1
Gtarting NFS daemon: [ OK ]
[root@cpman ~1# chkconfig nfs on
[root@cpman ~ 1#




Action

4. | Check the NFS server is accessible from cpman:

showmount -e nfs - server Use the hostname of your
own NFS server

[root@cpman ~ 1# shownmount —e nfs—server

Export list for nfs-server:

nfs =
[root@cpman ™ 1#

Notice nfs-server is accessible, and is exporting the / nfs  directory.

5/|Linux access control, SELINUX, needs {
CloudPlatform installation and operation.

Enter the following command to set permissive mode:

setenforce permissive

6. | While the last command immediately sets permissive mode, it will not survive a
reboot. Set SELINUX to permissive at boot time by editing the following file:

vi /etc/selinux/config

Change the 6th line:

SELINUX=enforcing SELINUX=permissive

After editing, the file should look like:

# This file controls the state of SELinux on the system.
# SELINUX= can take one of these three values:

# enforcing - SELinux security policy is enforced.
# p ermissive - SELinux prints warnings instead of enforcing.
# disabled - No SELinux policy is loaded.

SELINUX=permissive

# SELINUXTYPE= can take one of these two values:

# targeted - Targeted processes are protected,
# mils - Multi Level Security protection.
SELINUXTYPE=targeted

Save the file and exit the editor by entering <ESC>:wq




Ste

I —————
7. | Network Time Protocol (NTP) is required to synchronize the clocks of the servers in

your cloud. The following command installs the NTP service on cpman.

Action

yum 71y install ntp

Installed:
ntp.x86_64 0:4.2.6p5-1.elb.centos

Dependency Installed:
libedit.x86_64 0:2.11-4.20080712cus.1.elb6 make.xB6_64 1:3.81-20.el6
ntpdate.x86_64 0:4.2 .6p5-1.el6.centos

Dependency Updated:
openssl.x86_64 0:1.0.1e-16.e16_5.4

ompletet
[root@cpman " 14

8. | Start the NTP client by entering the following command:

service ntpd start

[root@cpman ~1# service ntpd start
Starting ntpd: [ OK 1]

[root@cpman ~ 1#

9. | Set NTP to start again upon reboot by entering the following command:

chkconfig ntpd on

[root@cpman ~ 1# chkconfig ntpd on
[root@cpman ~ 1#

10.| The CloudPlatform installation is provided as a consolidated UNIX archive file
known as a "TAR" file (short for Tape ARchive). TAR files can be obtained directly
from web sites using the wget tool, but before you can use the tool, it must be
installed.

Enter the following command to install wget:

yum -y install wget

Once this tool is installed you are ready to install CloudPlatform.

Exercise Summary

You have installed and started the NFS services on cpman and configured several other
services needed by CloudPlatform. You now have the entire infrastructure in place and are
ready to install CloudPlatform.



Module 2

Install & Configure CloudPlatform

CloudPl atform is delivered as a TAR file (often
CloudPlatform install TAR file from the Citrix download site: http://www.citrix.com/downloads.

To save time, the file has been placed on the Student Desktop web server for you. You will

transfer the file directly from the web server ontothe cp man VM using the fwge
will then use the file to install the CloudPlatform Management Server and CloudPlatform

MySQL database.

Once the CloudPlatform software install is complete, the CloudPlatform System VM template
file must ¢reachiofteeaahesdode Huilt. The System template file is normally
downloaded directly from the internet, but again, to save time the system VM template has
been placed on the Student Desktop web server. You will run a script to download the
template from the web server and install it into the secondary storage for the Paris zone.
You will then repeat the seeding for the London zone secondary storage.

Exercises in this module

Exercise 1: Install CloudPlatform
Exercise 2: Prepare the System VM Template

see the notes at the end of exercises 1 & 2.

@ If you are using this lab guide to install CloudPlatform in your own



http://www.citrix.com/downloads

Exercise 1: Install CloudPlatform

Overview
In this exercise you will:
1 Download the CloudPlatform Management Server software TAR file.

1 Install the CloudPlatform Management Server software.

Step by step guidance

Estimated time to complete this exercise: 20 minutes.

Ste | Action

p
1. | Download CloudPlatform from the internet and place the tarball on a local web

server. You will create a directory to download the file into, and then use the
Awget o tool to ob twaw.cirix.comm/prodéicts/icleudplat®ionftry w g

Alternatively, you can also download the file and place it on the cpman server using
a file copy utility such as WinSCP.

Continuing on the cpman console, enter the following commands:

mkdir /cpman_install
cd /cpman_install
wget http://  webserverurl  /CloudPlatform -4.3.0.0 -rhel6.3.tar.gz

[root@cpman ~1# mkdir ~scpman_install

[rootB@cpman ~1# cd scpman_install

[root@cpman cpman_installl#t wget http:-~192.168.10.10-CloudPlatform—4.3.0.0-rhel
6.3.tar.g=z

—Z2014-03-30 22:06:15-- http:~-192.168.10.10-CloudPlatformn—4.3.0.0-rhelb.3.tar.
z

ommecting to 192.168.10.10:80... commected.

TTP request sent, awaiting response... 200 OK
Length: 364883637 (348M) [application x-g=zipl
Saving to: ?ClowdPlatformn—4.3.0.0-rhel6.3.tar.gz7

>1 364,883,637 ZB8.0M = in 10s

2014-03-30 22:06:25 (33.6 MBrss) - ?ClouwdPlatform—4.3.0.0-rhelb.3.tar.gz? saved [
364883637 .-3648836371

[rootRcpman cpman_installl#

2. | Use the tar tool to extract the contents of the installation file by entering the
following command.

tar -xvf CloudPlatform -4.3.0.0 -rhel6 .3.tar.gz

louwdPlatform—4.3.0.0-rhelb.3-6.3~
loudPlatform-4.3.0.0-rhel6.3-6.3/gemu—-imng-0.12.1.2-3.295.e16.10 .x86_64 . rpn
loudPlatform-4.3.0.0-rhel6.3-6.3~ jakarta—commons—daemon— jsuc-1.0.1-8.9.elb6.x86

loudPlatform-4.3.0.0-rhel6.3-6.3/gemu-kun-0.12.1.2-3.295.e16.10 .x86_64 . rpn
[root@cpman cpman_install l#



http://www.citrix.com/products/cloudplatform/try

Ste | Action

P
3. | Change directory to the CloudPlatform installation files directory.

cd Clou dPlatform -4.3.0.0 -rhel6.3

[root@cpman cpman_installl# cd ClowdPlatforn—4.3.0.0-rhelb.3

[root@cpman CloudPlatformn—4.3.0.0-rhel6.31#

4. | Install the CloudPlatform Management Server by entering the command:

Jinstall.sh -- install - management

[root@cpman CloudPlatform—4.3.0.0-rhelb.31#

5. | Install the MySQL database using the following command:

Jinstall.sh -- install - database

Btarting mysqgld: [ OR

[rootPcpman CloudPlatform—4.3.0.0-rhelt.314




Ste | Action

1 A
6.

Edit the MySQL configuration file to change some of the default configuration

parameters required by CloudPlatform.

vi letc/my.cnf

Add the following lines after the 2nd line (datadir=):

i nnodb_rollback _on_timeout=1
innodb_lock wait_timeout=600
max_connections=350

log - bin=mysqgl - bin

binlog - format = 'ROW

After editing, the file should look like:

[mysqgld]

datadir=/var/lib/mysq|
innodb_rollback_on_timeout=1
innodb_lock_wait_timeout=600
max_connec tions=350

log - bin=mysqgl - bin

binlog - format = 'ROW'
socket=/var/lib/mysqgl/mysgl.sock
user=mysq|

# Disabling symbolic - links is recommended to prevent security risks
symbolic - links=0

[mysqld_safe]
log - error=/var/log/mysqld.log
pid - file=/var/run/mysqgld/mysqld. pid

Save the file and exit the editor by entering <ESC>:wq

( The max_connections parameter should be set to 350 multiplied
the number of Managemerfbervers you are deploying.

Restart the MySQL service to re-read the updated configuration file by entering:
service mysqld restart

[root@cpman ClouwdFPlatform—4.3.0.0-rhel6.31# service mysgld restart
Stopping mysgld: [ 0K 1

Starting mysgld: [ OK 1
[rootBcpman ClouwdPlatform—4.3.0.0-rhelb.31#




Ste | Action

.|
8./Set the MySQL database root password t
mysqgl - u root
SET PASSWORD = PASSWORD('Citrix123");
GRANT ALL PRIVILEGES ON *.* TO 'root'@'%' WITH GRANT O PTION;
exit
[rootecpman ClouwdPlatform—4.3.0.0-rhel6.31# mysgl —u root
elcome to the MySHL monitor. Commands end with  or “g.
Your My3fL commection id is 2
aeruerlyersiun: 5.1.73-1og Source distribution
opyright (c) 2000, 2013, Oracle and-sor its affiliates. All rights reserved.
Jracle is a registered trademark of Oracle Corporation andror its
ffiliates. Other names may be trademarks of their respective
Type 'help:’ or "sh’ for help. Type '>c’ to clear the current input statement.
ysgl> SET PASSWORD = PASSWORD (' Citrix123°):
Juery OK, 0 rous affected (0.00 =ec)
ysql> GRANT ALL PRIVILEGES ON =.= TO "root’@’:x’ WITH GRANT OPTION:
Query OK, O rows affected (0.00 =sec)
[root@cpman CloudPlatform—4.3.0.0-rhel6.314#
9. | Setup the CloudPlatform database schema in the MySQL database by entering:

cloudstack - setup - databases cloud:cloud@localhost -- deploy - as=root:Citrix123

loud3Stack has successfully initialized database, you can check your database co
nf iguration in setcrsclondstacksmanagement db.properties

[root@cpman CloudPlatformn—4.3.0.0-rhel6.314#

The CloudPlatform database is setup with username:cloud and password:cloud.




Ste | Action

P
10.| The virtual XenServers used as hosts in the lab do not have Hardware Virtual

Machine (HVM) capability like a physical CPU does. This means they are only able
to run fully paravirtualized operating systems such as some versions of Linux (for
example RedHat or CentOS).

By default, CloudPlatform checks the host for HVM capability and will reject any
host that does not have it. For the lab you must override the HVM check to allow
the virtual XenServers to be used. This step is only required in the lab and would
not be required with physical XenServers.

Enter the following four commands (the INSERT command that is shown below on
four lines, is all one line):

mysqgl -uroot -- password=Citrix123

INSERT INTO “cloud’. configuration™ ("category’, ‘instance’,

‘component” , ‘name’, value’, “description”) VALUES (‘Advanced’,
'DEFAULT', 'management - server','’xen.check.hvm’, ‘false’, 'Should we
allow only the XenServers support HVM");

commit

\q

You can copy and paséd
four commands together.

Query OK,) 1 row affected |(0.00 sec)

ysgl> commit
|
Bye
[root@cpman CloudPlatform—4.3.0.0-rhel6.31#

Check you see one row in the database was updated.

11.| Complete the setup of the CloudPlatform Management Server by entering the
command:

cloudstack - setup - management

[root@cpman CloudPlatform—4.3.0.0-rhel6.31# clowdstack-setup-management
Gtarting to configure Clond3tack Management Server:
onfigure sudoers ... [OK1

onfigure Firewall ... [OK1

onfigure Clond3tack Management Server ...[0OK]
lowdStack Management Server setup is Donet
[rootPcpman CloudPlatform—4.3.0.0-rhel6.31#

This completes the setup of the cpman server.

Note on Installing CloudPlatform outside of this lab environment

To speed up the install process for the lab, the CloudPlatform install file was placed on your
Student Desktop web server, and the command in step one of this exercise retrieved the file
from there. To install CloudPlatform outside of this lab environment, the CloudPlatform
install TAR file should be downloaded from the Citrix web site



(http://www.citrix.com/downloads) and then transferred from the download location to the
cpman VM using ftp or wget. Note that the TAR filename will change depending on the
version of CloudPlatform and the commands in steps 2 & 3 would change accordingly.

Exercise Summary

You have downloaded, installed and configured the CloudPlatform Management Server.
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Exercise 2: Prepare the System VM Template

Overview

CloudPlatform secondary storage is the storage used for all CloudPlatform VM templates for
the zone, as well as snapshots and ISO images.

In this exercise you will:

1 Seed secondary storage with the system VM template using the template installation
script.

The system VM template will be used to create all CloudPlatform system VMs (system

Virtual Routers, system Console Proxy VMs and system Storage transfer VMs) in the zone.

Each zone has its own secondary storage so eachzonebs secondary storage mu
separately seeded with the system template. It is not possible to simply copy the template

from the secondary storage of one zone to the secondary storage of another zone. The

install script also seeds the CloudPlatform database, so the script must be used on each

zone separately.

Note about long and complex CLI commands

Several CLI commands in this exercise are long and complex. The commands are intended
to be copied & then pasted into the cpman VM console to ensure the commands are entered
accurately. When you paste the command ensure that the command pasted is the complete
command from the lab guide. If you experience difficulty pasting, use a text editor on your
laptop desktop as an intermediary, checking and reforming the command if necessary.

Step by step guidance
Estimated time to complete this exercise: 10 minutes.

Ste  Action

p
1. | Continuing on the cpman console, mount the NFS secondary storage for the Paris

zone with the following two commands (choose the path to your Secondary
Storage NFS share):

mkdir - p/mnt/sec ondary
mount -tnfs -overs=3nfs - server.cplab.local:/nfs/paris/secondary /mnt/secondary




Ste  Action

I A
2.

Install the CloudPlatform system VM template by entering the following command
(it's all one command):

/usr/share/cloudstack - common/scripts/storage/secondary/cloud -install  -sys-tmplt -m
/mnt/secondary/ -u \ download.cloud.com/templates/4.3 /systemvm64templat  e- 2014 - 01- 14- master -
xen.vhd.bz2 - h xenserver

The template will be downloaded and installed. This will take several minutes.

ncompressing to ~usr-sharescloudstack-commonsscripts-storage-secondary~bcBad401
9031-46dc-abb0-ec3ab4aZe8fB.vhd . tmp (type bzZ)...could take a long time
oving to smntrssecondarystemplatestmpl-1.-1---bcBad401-9031-46dc-abb0-ec3abdaZed

3. uhd., . .conld take a while
Buccessfullg installed system UM template | to /mntrssecondary-templatestmpl-1-1-
lroot@cpman ClouwdFlatform—4.53.0.0-rhelb. 314

Check for the "Successfully installed" message.

Left blank. Not relevant outside CCP Lab

»

Left blank. Not relevant outside CCP Lab

To verify both secondary storage zones have been seeded correctly, change to the
nfs-server console.

= B x532dev-012 ondemnand. wke

[r Rl The nextstep is carried out on the
@ nfs-server nfs-serverVM console.

@ Wirtualsenserver-01
@ YirtualienServer-02

Login if necessary:

Username root
Password Citri x123

Enter the following command:

Is - I/nfs/paris/secondary/template/tmpl/1/1/

[rootenfs—server ~ 1 ls~=I—»nifsrparis-secondary-template-tmnpl-1-1-

otal 2565016

ru-r——r——., 1 root root 2626564608 Mar 30 22:Z26 bcBad401-3031-46dc-abb0-ec3ab4aZ
88 .vhd

ru-r—r——. 1 root root 287 Mar 30 22:Z8 template.properties

[rootenfs-server 1 1s~=i—rnfs~iomdonssecondary-tenplate-tmpl-1-1-
otal 2565016
ru-r—r——. 1 root root 2626564608 Mar 30 22:32 9357ab42-ba99-4dcd-9950-c8a9f23d

badb . vhd
ru-r——r——. 1 root root 287 Mar 30 22:33 template.properties
[root@nfs—server = 1#

The two zones, Paris & London, have been seeded with the system VM template
VHD file. Each template is about 2 %2 GB in size.




Exercise Summary

You have now seeded the CloudPlatform system templates for the London and Paris zones.
CloudPlatform is now installed, configured and ready to build a cloud.



Module 3

Build a Basic Networking Zone

All the Guest VMs throughout a Basic Networking zone share a single flat network, with
every Guest VM having a unique IP address assigned from the Guest IP range. Zones are
built with Pods, with each Pod consisting of Clusters of Hosts and Primary Storage. Each
Pod is on its own management subnet range and contains a dedicated Guest IP range, so
this allows a Basic zone to be scaled horizontally by simply adding more Pods.

In this module you will build a Basic Networking zone cloud by creating your first Pod. The
diagram below shows the physical networking of the lab infrastructure for the Paris Basic
zone. The Paris zone components are shown in the purple dotted area.

Exercises in this module

Exercise 1: Create a XenServer Resource Pool



